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ABSTRACT: A detailed analysis of the oscillations seen in the
delayed fluorescence of crystalline tetracene is presented in order to
study the mechanism of singlet fission. Three quantum beat
frequencies of 1.06 + 0.0S, 1.82 + 0.05, and 2.92 + 0.06 GHz are
resolved, which are damped on a time scale of 20 ns. The effects of
sample morphology, excitation wavelength, and temperature are
examined. A density matrix model for singlet fission is developed ;
that quantitatively describes the frequencies, amplitudes, and E
damping of the oscillations. The model assumes a direct coupling

Y
2 | L
S‘ ."'. ZZ g'
)3.,'__'""’— gl |
w v,
o) |" o~
— Frequency (GHz)

of the initially excited singlet exciton to the triplet pair manifold.

There is no electronic coherence between the singlet and triplet pair states, but the rapid singlet decay time of ~200 ps in
solution-grown single crystals provides the impulsive population transfer necessary to create a coherent superposition of three
zero-field triplet pair states lxx), lyy), and |zz) with overall singlet character. This superposition of the three states gives rise to the
three quantum beat frequencies seen in the experiment. Damping of the quantum beats results from both population exchange
between triplet and singlet manifolds and pure dephasing between the triplet pair states. By lowering the temperature and
slowing the SF rate, the visibility of the oscillations decreases. There is no evidence of magnetic dipole—dipole coupling between
the product triplets. Our model provides good overall agreement with the data, supporting the conclusion that singlet fission in
tetracene proceeds through the “direct” mechanism without strong electronic coupling between the singlet and triplet pair states.

B INTRODUCTION

Photovoltaic cells based on organic and inorganic semi-
conductors are a promising way to convert solar photons into
electrical energy. In the pursuit of higher efliciency photovoltaic
cells, new photophysical phenomena are being investigated.
One of the most promising ways to surpass the Shockley—
Quiesser limit for single junction photovoltaic cells is to convert
the excess energy in above-the-gap photons into more than one
electron—hole pair."> Multiple exciton generation in inorganic
semiconductor nanocrystals is one example of how new types
of materials could make this possible.>* Although the
mechanism and overall efficiency of this process is still debated,
recent results indicate that it can lead to photocurrent yields in
excess of 100%.>® Multiple exciton generation has also been
observed in carbon nanotubes,”® and in molecular solids, an
analogous phenomenon called singlet fission (SF) has been
known for almost 50 years.9’10 Unlike intersystem crossing,
where a singlet state is converted into one triplet state via a spin
flip, SF is a four-electron, spin-allowed process whereby an
initially created singlet exciton spontaneously splits into a pair
of triplet excitons. Conservation of energy requires that the
energy of the triplet must be half that of the singlet, but
theoretical surveys predict that large numbers of conjugated
molecules could fulfill this requirement.'’ First observed in
polyacene molecular crystals, SF has now been shown to occur
in molecular aggregates and solid state thin films composed of a
variety of conjugated molecules, with efficiencies approaching
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2009%."*"'% Covalent dimers have also exhibited SF, although
the efficiencies tend to be lower in these systems.'®™'® In order
to design new materials that can lead to practical improvements
in photovoltaic efficiencies, a better quantitative understanding
of this phenomenon is needed. Recent theoretical work'®~>*
has clarified the distinction between the “direct” mechanism of
SF, where the multiple exciton state is produced in a single step,
and the “indirect” mechanism where sequential electron
transfer events require the involvement of an intermediate
charge-transfer state.'” It is an open question as to which
mechanism is actually operative in a given molecular system.
Crystalline tetracene has long served as a prototypical SF
material.>> In previous work, the observation of the triplets
formed by SF in tetracene has relied on the detection of
electron spin resonance signals**~>’ and magnetic field effects
on both fluorescence*®~
absorption experiments on crystalline tetracene and penta-
cene®*° have provided valuable information regarding the
excited state dynamics, although the assignment of various

0 . 31 )
*%and device performance.>" Transient

spectral features can be complicated.’’** The indirect
observation of triplet dynamics using the delayed fluorescence
(DF) signal can also provide a wealth of valuable information
about triplet dynamics, as illustrated by the work by Chabr et
al.***! Their observation of quantum beats in the DF signal
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Figure 1. (a) Time-resolved fluorescence of a solution-grown single crystal of tetracene. (b) Time resolved fluorescence of a vacuum-evaporated
polycrystalline tetracene film. (c) Oscillations extracted from the fluorescence decay of a solution-grown single crystal shown in panel a by
subtracting off an exponential fit. (d) Oscillations extracted from the fluorescence decay of a vacuum-evaporated polycrystalline tetracene film shown
in panel b by subtracting off an exponential fit. (e) The Fourier transform of the extracted oscillations of the single crystal from panel ¢ with peaks at
1.06 + 0.0S, 1.83 =+ 0.0S, and 2.92 + 0.06 GHz. (f) The Fourier transform of the extracted oscillations of the polycrystalline film from panel d with

peaks at 1.08 + 0.0S, 1.80 + 0.0S, and 2.99 + 0.08 GHz.

corresponding to the energy levels of the triplet pair provided
direct proof of the formation of triplet pair superposition states
through the SF process. Their work concentrated on the
behavior of samples in high magnetic fields, and the relatively
low signal-to-noise ratio made it difficult to reliably measure
quantities like damping times. Also, a model that could
quantitatively describe both the excitation and decoherence of
the oscillations required a density matrix treatment, which was
not performed. In the current paper, we revisit that work in an
effort to clarify both the origin and the dynamics of the
quantum beats observed in the DF in the absence of a magnetic
field. We find that they are a general phenomenon, present in
both single crystals and evaporated thin films, and that they
exhibit a strong temperature dependence. We develop a hybrid
coherent—incoherent density matrix model that involves the
direct creation of a coherent superposition of triplet pair states
via incoherent relaxation of the initially excited singlet state.
This model does a good job of reproducing the overall
fluorescence decay shape, the relative Fourier amplitudes of the
oscillations, and their damping. It does not require the existence
of an intermediate state or electronic coherence between the
singlet and triplet manifolds. Lastly, our modeling indicates that
magnetic dipole—dipole interactions between the two triplets
created by SF are small. This suggests that the triplets either
must reside on non-nearest neighbor molecules or are moving
so rapidly that the dipole—dipole interaction is averaged to
zero. The results in this paper help clarify the dynamics of SF in
crystalline tetracene and provide a starting point for the
development of more sophisticated models for this process.
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B EXPERIMENTAL SECTION

All tetracene samples were made using tetracene purchased from
Aldrich (sold as benz[b]anthracene sublimed grade, 99.99% trace
metals basis) and used as received. In order to prevent oxidation, the
tetracene vial and all samples were kept in an evacuated desiccator in
order to limit their exposure to oxygen. Single crystals of tetracene
were formed on glass slides and coverslips by solvent evaporation from
a saturated tetracene solution in toluene with a concentration of 7 X
10~* M. Using this method, we could grow ultrathin (<100 nm) single
crystals with areas of up to 1 mm? These thin crystals are necessary to
prevent self-absorption distortions of the fluorescence spectrum. Single
crystals were identified using polarizing microscopy with light >550
nm in order to minimize photoxidation. Polycrystalline films were
grown by vacuum evaporation in a Pelco vacuum evaporator onto a
glass microscope slide at pressures less than 1.5 X 10~ Torr.
Time-resolved fluorescence experiments were conducted using front
face detection with a Hamamatsu C4334 Streakscope picosecond
streak camera. All measurements were taken with the crystals mounted
inside of an evacuated cryostat with pressures of 1 X 107> Torr or less
or under an argon atmosphere, achieved by gluing a coverslip to the
glass slide with Torrseal epoxy. The 400 nm excitation was provided
by frequency doubling the 800 nm output of a 40 kHz Spectra-Physics
Spitfire Ti:sapphire regenerative amplifier in a BBO crystal. In order to
prevent scattering of the 400 nm excitation light into the streak
camera, a 450 nm long wave pass filter and a 420 nm color filter were
placed before the streak camera. White light continuum generation in a
3 mm sapphire plate served as the source for 500 nm excitation, which
was isolated with a 10 nm bandwidth interference filter. A S15 nm
cutoft filter and 514 nm interference filter were used to prevent
scattered excitation from reaching the streak camera. Since exciton—
exciton annihilation has been found previously to be a problem in
tetracene samples,**~** the fluences in these experiments was kept at 6
X 107% J cm™ or less, well below the threshold for exciton—exciton
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annihilation. Lowering the fluence below this level did not change the
oscillation frequencies or visibility.

The appearance of the oscillations did not depend on the
orientation of the single crystal relative to the excitation light
polarization or the detection. In order to isolate the oscillations on top
of the background decay, the fluorescence decay was fit with either a
double or triple exponential with an offset. This fit was then subtracted
from the decay, leaving the oscillations centered on zero, with between
390 and 450 time pixels. Fourier transforms were performed in Matlab
using the built-in fast Fourier transform function. Simulated oscillation
data was created by analytically solving the theoretical model described
below with tetracene’s parameters and varying the rates to achieve the
best agreement with the experimental data. In order to accurately
compare the simulated data with experiment, it was convolved with the
instrument response along with adding an offset to account for the
delayed fluorescence. The simulated data was 1001 points long, and
the Fourier transforms were conducted on the simulated data with
zero-filling out to 1024 points using the fast Fourier transform
function in Matlab.

B RESULTS

1. DF Oscillations in Single Crystals and Thin Films.
Figure 1la,b shows the log plots of the fluorescence decays for
both an ultrathin solution-grown single crystal and a
polycrystalline thin film grown by vacuum evaporation. Both
samples clearly exhibit ripples in the DF signal, although they
are more pronounced in the single crystal data. In general, the
visibility of the oscillations showed some variability from
sample to sample, with the single crystals consistently showing
higher visibility oscillations. When the fluorescence background
is fit to a multiexponential and subtracted from the raw data, we
can isolate the oscillatory component of the signal, as shown in
Figure 1c,d. Both types of samples show similar frequencies and
damping times. This can be seen most clearly from the Fourier
power spectra of the data, which are shown in Figure lef. In
the spectrum of the single crystal in Figure le, we can discern
three frequencies, which we denote v, = 1.06 & 0.05 GHz, v, =
1.82 + 0.05 GHz, and v; = 2.92 + 0.06 GHz. The noisier
spectrum of the film in Figure 1f clearly shows vj, but the
limited signal-to-noise makes it more difficult to discern
features at v, and v;. These three characteristic frequencies,
Uy, Uy, and v;, were observed with the same relative amplitudes
for all samples studied, although the overall oscillation visibility
varied between samples. The same oscillations were observed in
the DF using excitation at either 400 or 500 nm at room
temperature. This lack of sensitivity to excess excitation energy
is consistent with our previous results on the fluorescence decay
dynamics of these samples.*

2. Simulation of DF Dynamics Using Density Matrix
Approach. In order to quantitatively understand the origin of
the dynamics seen in Figure 1, we first develop a model based
on the density matrix description. In accordance with previous
workers, we assume that the initially excited singlet state
directly couples to the nine-state basis of triplet pair states. This
is shown schematically in Figure 2. We use the zero-field basis,
where lx),, ly),, and Iz), are the eigenstates for the zero-field
Hamiltonian (see Supporting Information for details) for an
isolated triplet on site A.** The initially excited electronic state
is in a singlet spin state, denoted IS) ;.- SF is a spin-allowed
process because a superposition of triplet pair states can also
have overall singlet character,***’ and in the zero-field basis,
this superposition is given by

1

NG (lxx) + lyy) + lzz))

|S>triplet = (1)
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Figure 2. Schematic diagram illustrating the fission (k,,) and fusion
(k,1) between the singlet state and the nine triplet pair states, which is
the basis of the density matrix treatment described in the text.

The assumption underlying all spin-based theories of SF is that
IS) ingiee Maps directly onto IS) e If this is the case, then the
nonstationary triplet superposition state will evolve in time and
give rise to quantum beats at frequencies corresponding to the
energy differences between the lxx), lyy), and lzz) states. If the
triplet pair state then couples back to the singlet at some later
time t, we expect to see the singlet population be time-

dependent, proportional to the overlap of IS) g and
Is(t)>triplet:40
Recombined Singlet population o¢ |, SIS(t) )t,dpletl2 @)

The frequencies of the quantum beats can be easily calculated.
If there is no interaction between the triplets, the Hamiltonian
is already diagonal in the zero-field basis and the stationary
states are just the simple product states energies |xx), lxy), etc.
The energies of the three states with singlet character, as
deduced from eq 1, are

1
Exx = 2Ex = 2(—D”< - E*)
3 (3a)
1
E_=2E = 2(—D* + E*)
Y b4 3 (3b)
2
E,=2E, = 2(——D*)
3 (3¢)

where D* and E* are the zero-field parameters for the crystal
that can be obtained from EPR measurements.”* The three
possible energy differences, xx — yy, xx — zz, and yy — zz,
provide the possible quantum beat frequencies. Using D*
—0.0062 cm™ and E* = 0.0248 cm™!, we find

— -1 _
E, — E,, = 00992 cm™' = 2.98 GHz (42)
E, — E, = 00620 cm ™" = 1.86 GHz (4b)
E, — E, =00372cm™' = 1.12 GHz (40)

The calculated difference frequencies given in eqs 4a—4c are all
slightly higher than the frequencies extracted from the
experimental Fourier transforms, but the close correspondence
suggests that this analysis is on the right track. We should
emphasize that this quantum beating results from recombina-

dx.doi.org/10.1021/ja301683w | J. Am. Chem. Soc. 2012, 134, 8597—8607



Journal of the American Chemical Society

| Article |

tion of coherent geminate triplet pairs and not from incoherent
encounters between independently created triplets.

While a simple analysis of the state energies allows us to
predict the quantum beat frequencies, a full density matrix
treatment is required to understand the relative amplitudes and
damping of the oscillations. A detailed derivation of the kinetic
equations can be found in the Supporting Information, and
below we outline our approach. In principle, such an analysis
must describe the dynamics of the 10 coupled states (9 triplet
pair plus 1 singlet). The simplifying assumption in all theories
of SF and DF is that the transition rate from the singlet to the
triplet manifold is proportional to the overlap of the triplet pair
states and the wave function given in eq 1. Thus we can assume
that only the triplet pair states with singlet character can
participate in the SF/DF process. Typically there are only three
such states, which we denote as 2, 3, and 4 with the singlet state
denoted as state 1. We then write a Hamiltonian that includes
an explicit coupling between state 1 (corresponding to |S>singlet)
and states 2—4 (corresponding to lxx), lyy), and lzz) in the
absence of the triplet—triplet interaction terms):

4
A=) Inye,(nl + In)M, (11 + 11)M,,(nl
n=2 (5)

The energy of the initial singlet state, 1), is set to 0, and the
M,,, elements represent transition matrix elements that couple
this state to the triplet pair states. In the following, we will
assume that the M,,’s are real numbers, that is, M;, = M,,.
Setting 7 = 1 and solving the Liouville equation with this
Hamiltonian gives rise to first-order differential equations of the

form

ap 4 4 ;
i = Z My, — z M,py, — T P
n=2 n=2 rad (6a)
0, < i
i— =N Myp, —ep —M,p, — —
ot k;z lkpkn "pln 1"‘011 TZTS 1n (6b)
P i
i = M"Ip n - Ml"pn - pnn
ot ! ' Ttrip (6C)
Wom i
i = &= @h, t Mgy, = Mgy — 0,
2TT
(6d)

Equations 6a—6d give the relevant terms: p;; represents the
population in singlet state I1), p,,, represents the population in
triplet pair state In), and p,, and p,, represent coherences
between I1) and In) and In) and lm) states, respectively. Note
that in eqs 6a—6d, we have added four phenomenological
relaxation rates: T, is the population relaxation time out of the
triplet pair state that does not go back to the singlet; T4 is the
radiative lifetime of the singlet state, T,ps describes the
electronic dephasing between the states in the triplet manifold
and the singlet state, and T, describes the dephasing between
triplet pair states. Consideration of all four states leads to a
system of 16 coupled differential equations. The situation can
be simplified somewhat if we assume that the singlet—triplet
dephasing time, T, is much shorter than any other time scale
in the problem. In this case, we can explicitly write the solution
of the off-diagonal coherence terms between singlet and triplet
states as
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0= [ ar XPH_ Ti]a— t/)]t(MmpH(w
- 2TS
4
= 2 Myp,, (1))
k=2 (7)

As T,rs becomes very small, the exponential term can be
approximated by a delta function, and we find that

4
pln(t) = iTZTS(Mlnpn(t) - Z Mlkpkn(t))
k=2 (8)

The technique of letting T,rs — O to eliminate electronic
coherences has been used previously to generate rate equations
from the density matrix to describe rate processes in optical
processes.***’ Physically, it means that the electronic
coherences follow the population differences exactly and go
immediately to zero in the absence of such a difference. Note
that by taking this limit of rapid electronic dephasing between
the singlet and triplet manifolds, we are considering SF to be an
incoherent process with respect to the singlet — triplet
transition. If the T,rg dephasing time were not much shorter
than the other relevant time scales, then coherent coupling
between the triplet and singlet manifolds would have at least
two noticeable effects. First, the energy levels of both states
would be shifted, similar to what is observed for excitonic
coupling between states. Second the coherent nature of the
population transfer would lead to Rabi-type oscillations of the
population during times shorter than T),1s. Although we see no
sign of either phenomenon in tetracene, in pentacene recent
time-resolved photoemission experiments have indicated the
existence of an electronic coherence between the singlet and a
multiple exciton state.’® But it should be emphasized that our
incoherent rate process can still generate electronic coherences
between the triplet pair states. This type of phenomenon,
where rapid electronic relaxation processes generate spin
coherences, has been observed previously for both intersystem
crossing and chemically reactive systems.>'~>* The validity of
this approximation can be judged by whether the resulting
calculations provide an accurate description of the data. We
plug this new expression for pi,(t) back into the other
differential equations for p,; and p,,, in order to obtain a new
system of 10 coupled differential equations:

p . 4 4
6” =" Pu— Z ko, + Z kb,
t ’I;ad n=2 n=2

4 4
1
+ 22 Ex/klnklk (o + 1)

n=2 k#n,1 (9a)
W 1
— =——0p +k -k
Ot T;ripprm 1"pll lﬂpnn
S
- Z E\/klnklk(pnk + 1)
ks, 1 (9b)
P 1 .
- =7 Pm T i, — ‘Sn)pnm + \/klnklmﬂn
ot Tyrr
o1 o1
- z = klmklkpnk - E = knlklkpkm
P P (9¢)
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where the population transfer rates, k;,, are given by

2

ki = 2TyreMy, (10a)
2

ki3 = 2TyreMyy (10b)
2

kiy = 2TyrMyy (10c)

From a physical standpoint, the problem with eqs 9a—9c is that
the rate of transfer forward (fission) is equal to the rate of
transfer backward (fusion), which is not consistent with our
physical observations. To fix this problem, we make an ad hoc
assumption that the population decay rates from 1 — 7 and n
— 1 are not equal. Furthermore, we assume that the population
dephasing of the p,,, terms arises only from population loss,
rather than gain. We now have

op 1 u u
- = = Pu~ Z ko, + Z ki,
at ’I;ad n=2 n=2
4 4 1
+2 D S Vkuki (b + Py
n=2 k#n,1 (1la)
W 1
— =—-——0p +k -k
ot T;rip pnn 1V'pll nlpnn
a1
- Z Evknlkkl (pnk + pk,,)
k#n,1 (11b)
%, 1 k| K
= —+ =+ = +i(eg, — &
ot (Tm 2 o & = &)fm
1
+ \/klnklmpll - z\/ kmlknl (/im + pmm)
1 1
- z kmlkllpnl - E knlkllp[m (11C)

Note that the only difference between eqs 9a—9c and eqs
1la—11c is the change in subscripts on the rate constants for
population transfer into versus out of a given state, that is, k,, #
k,;. We can now solve this system of equations given the initial
conditions p;;(t = 0) = 1 and p,,(t = 0) = 0. The time
evolution of the singlet state population p,(t) should be
reflected in the time-dependent fluorescence, which is the
experimental observable. For our simulations, the energy
differences, €,,, are given by the energy differences between
triplet pair energy levels, as obtained from either the
unperturbed zero-field Hamiltonian (eqs 3) or by diagonaliza-
tion of the Hamiltonian given in eqs 12—14 in section S.

Although eqs 1la—1lc contain multiple rates as free
parameters, the data analysis allows us to fix them with
reasonable accuracy. The radiative decay rate of the singlet
exciton is fixed by our previous measurements on superradiant
tetracene thin films to be k4 = 0.08 ns™', about twice that of
molecular tetracene.> The initial decay of the singlet state is
dominated by the sum of the k,,, rates, and for the single crystal,
we found the prompt fluorescence decay time to be 202 ps.
Then we have k;, = kj3 = kyy = 1/3 X 1/0.202 ns = 1.65 ns™’,
assuming equal transition probabilities to the three triplet pair
states with singlet character. We note that this initial singlet
decay time is significantly longer than what was observed in our
previous experiments on polycrystalline evaporated thin films**
but is within the range of what previous workers have observed
in single-crystal tetracene samples.****™>® The triplet fusion
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rates back to the singlet state determine the level of the DF
signal relative to the peak of the prompt fluorescence signal
(larger k,; values lead to greater DF). We find that k,; = 0.1
ns™' gives a DF level close to what is observed experimentally.
Note that in our model, these k,; rates also contribute to the
dephasing of the triplet pair state coherences and thus lead to
damping of the oscillations. But we found that k,; = 0.1 ns™"
was insufficient to account for all the damping, and we added a
T,rr = 10 ns in order to adequately reproduce the data. Last,
we set the triplet population relaxation term ki, = 0.4 ns~! in
order to describe the rapid initial decay of the SF seen in the 20
ns time window. The use of single k;;, value to describe the DF
decay in the 2—20 ns time regime is clearly not sufficient, and it
is likely that triplet diffusion and recombination lead to
nonexponential kinetics. Nevertheless, this k;, value is similar
to that used to describe the intermediate time fluorescence
decay in our previous experiments on tetracene thin films** and
provides a way to parametrize our data.

In Figure 3a, we compare a simulation of the entire
fluorescence signal, from the rising edge to the DF over 20
ns, with the experimental data. The parameters used in our
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Figure 3. (a) Time-resolved fluorescence of a solution-grown single
crystal of tetracene (black) along with simulated data convolved with
an instrument response (red), where k;, = 1.65 ns™, k,; = 0.1 ns ™, kg
=0.08 ns™!, Typr = 10 ns, kyy, = 0.4 ns™', D* = —0.186 ns~' and E* =
0.744 ns™'. (b) Normalized Fourier transforms of the extracted
frequencies from solution-grown single crystal of tetracene (black)
along with simulated data convolved with an instrument response
(red) with the same parameters as panel a.
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simulation, along with brief descriptions of how they were
determined, are provided in Table 1. For the simulation, we

Table 1. Simulation Parameters and Origin of Values

kg was fixed from exponential fits to the
initial fluorescence decay over the first 300

ps

klZ = k13 = k14 = (1/3)kﬁSV =
1.65 ns™*

ky = 0.1 ns* k,; was varied in order to best fit the level of
delayed fluorescence

Tyrr = 10 ns T,rr was varied in order to best fit the
oscillation damping

ki = 04 ns~! ki, was varied in order to best fit the delayed
Huorescence decay

kg = 0.08 ns™! k..q was fixed based on previous fluorescence

experiments55
D* = —0.186 ns™* D* was fixed based on EPR measurements>*

E* = 0.744 ns™! E* was fixed based on EPR measurements®*

convolved the calculated decay with a 15 ps full-width-half-
maximum instrument response. The simulated data does a
decent job of reproducing the overall signal shape as well as the
amplitude and damping of the oscillations for the single crystal.
These calculated oscillations are significantly larger than those
observed in an evaporated film, as shown in Figure 1. This
suggests that sample preparation plays a role in determining the
oscillation visibility. We suspect that structural disorder in the
polycrystalline film leads to some fraction of the triplet pairs
that undergo dephasing of their spin states very rapidly. Triplet
pairs that have collapsed into their constituent lxx), lyy), and |
zz) pair states can still undergo fusion and contribute to the DF
signal, but such states will not lead to the quantum beats that
are the signature of the superposition states. A second point is
that the FT peaks in Figure 5b from the simulation data using
the energy difference given in eqs 3a—3c are all shifted slightly
to lower frequency due to the strong damping. Taking into
account the error ranges in the D* and E* values obtained by
Yarmus et al,** the FT peaks in the simulations are calculated
to appear at frequencies ranging from 1.07 to 1.17 GHz, 1.76 to
1.90 GHz, and 2.88 to 3.03 GHz. All three of these frequency
ranges fall within the error range of our experimentally
measured frequencies. Thus our measurements agree with
those predicted by the zero-field Hamiltonian for a single triplet
exciton to within the experimental error. Finally, we note that
the oscillations in the data and simulation move out of phase
over the 20 ns time window. This discrepancy most likely
results from the sensitivity of the absolute phase of the
oscillations to the overall decay shape, which is not correctly
captured by our simple exponential decay, as noted in the
previous paragraph.

3. Dependence of Oscillations on SF Rate. The relative
amplitudes of the three beat frequencies are quite sensitive to
the SF rate as given by k;,. To understand this phenomenon,
we can consider two limits: very fast SF and very slow SF. In
the limit of very rapid SF, the process acts like an ultrafast pulse
that impulsively excites the triplet manifold, creating a narrow
wavepacket that oscillates equally among the three states. Since
all three triplet pair states have the same singlet projection, we
would expect equal amplitude oscillations from all three
possible coherences: xx—yy, xx—zz, and yy—zz. In the opposite
limit of very slow SF, the population transfer is much slower
than the oscillation frequency, and there is no opportunity to
create a wavepacket. In this limit, no quantum beats would be
observed. In Figure 4, we compare simulations for different k,,
rates, where the k,, rates have been fixed to be 0.1 ns™’. As
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Figure 4. Simulated oscillations for k;, = (a) 100 ns™}, (b) 4.2 ns7,
and (c) 0.5 ns™* with k,; = 0.1 ns™*, Typp = 10 ns, D* = —0.186 ns™/,
and E* = 0.744 ns™'. Normalized Fourier transforms of the simulated
oscillations in panels a, b, and ¢ are found in panels d, e, and f
respectively.

expected, very rapid SF rates lead to comparable amplitude
oscillations at all three beat frequencies. As k,, is decreased, not
only do the overall amplitudes of all the oscillations decrease
relative to the rest of the signal, as seen in Figure 4a—c, but in
addition the amplitudes of the higher frequency oscillations
decrease relative to the lowest frequency yy—zz oscillation. For
ki, = 0.5 ns™", the highest frequency xx—yy oscillation peak is
no longer visible. In order to obtain the FT profile observed
experimentally, our k), rates must be in the intermediate
regime, where the low-frequency yy—zz oscillation is efficiently
excited, but the high-frequency xx—yy oscillation is barely
excited. The data in Figure 3b show that the kj, rates deduced
from the decay rate of the prompt fluorescence are consistent
with the Fourier amplitude analysis. In essence, two
independent measurements, the FT amplitudes and the
fluorescence decay rate, give the same SF rate. A second
observation from our modeling is that the damping of the
oscillations results from both k,; population exchange between
the singlet and triplet manifolds and from pure T,7t dephasing
between the triplet levels themselves. Thus the DF process that
allows us to detect the triplets also destroys their spin
coherence. In a system where the triplet fusion leading to DF
is much slower or nonexistent, for example, crystalline
pentacene, it may be possible that the triplet superposition
state can persist for a longer time.
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4. Temperature Dependence of Oscillations. The idea
that changing the SF kj, rates can change the visibility and
relative amplitudes of the quantum beats can be tested by
changing the temperature of the sample. Figure Sa—d shows the
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Figure S. Time-resolved fluorescence integrated from 525 to 545 nm
of a solution-grown single crystal of tetracene at (a) 325, (b) 298, (c)
250, and (d) 200 K. The time-integrated spectra of the same crystal
from 0 to 500 ps (black) and 10 to 20 ns (red) at (e) 325, (f) 298, (g)
250, and (h) 200 K.

wavelength-integrated fluorescence decays for a single crystal at
four different temperatures: 325, 298, 250, and 200 K. Two
aspects of the fluorescence signal change as the temperature is
decreased. First, the rate of the initial singlet decay decreases,
indicating that SF is slowing down. Analysis of the temperature
dependence is complicated by the fact that the changes in
fluorescence decay dynamics are accompanied by changes in
the spectral shape. Figure Se—h shows the prompt (0—100 ps)
and delayed (10—20 ns) fluorescence spectra at the four
temperatures. Ideally, the spectrum of the DF would mirror
that of the prompt fluorescence, and this is indeed the case at
325 and 298 K. At 250 and 200 K, however, it appears that the
true delayed fluorescence is now accompanied by a new red-
shifted emitting species. Below 200 K, crystalline tetracene can
undergo at least one solid-state phase transition®®' that can
lead to changes in fluorescence. The origin of the low-energy
emitting species at 200 K is not clear. The large red-shift and
lack of vibronic structure suggests an excimer-like species, but
crystalline tetracene can support a large variety of emissive
defects,”> and assignment of the temperature-dependent
emission spectra is reserved for future work. The complicated
spectral behavior is mirrored by a complex temperature
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dependence of the prompt fluorescence decay. Although the
data in Figure S are suggestive of a simple Arrhenius behavior
for k;,, we found that the single-crystal decay of the high-energy
singlet peak becomes more rapid at 77 K, similar to what we
have observed in polycrystalline films.** Figure S3 of the
Supporting Information plots the temperature dependence of
the prompt fluorescence decay rate, which is clearly non-
Arrhenius over the entire temperature range. If we consider
only the three highest temperature points, where the decrease
of kj, is approximately linear, we can estimate an activation
energy of ~500 cm™". This value is less than the value of 1000—
2000 cm ™" usually assumed for tetracene, but the very limited
temperature range of our data makes it a very crude estimate.
The important point is that, as we earlier concluded for
tetracene thin films, the temperature-dependent photolumi-
nescence cannot be understood simply in terms of a one
species (i.e, the singlet exciton) that decays via a single
relaxation channel (i.e., SF).

With these factors in mind, we will consider only the
temperature range 325—200 K, well above the point where
tetracene undergoes a solid-state phase transition, where it
appears that the expected slowdown for SF as an activated
process is occurring. As the SF rate decreases, the visibility of
the oscillations decreases as well. In Figure 6a—d, we plot the
oscillatory component of the signal from Figure Sa—d. The
oscillations have completely disappeared by 200 K. In Figure
6e—h, we plot the calculated oscillations as the k;,, rates change
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Figure 6. Extracted oscillations at (a) 325, (b) 298, (c) 250, and (d)
200 K. Simulated oscillations with the k,, rate adjusted to match the fit
of the experimental data for 325 K with (e) k;, = 2.07 ns™%, 298 K with
(f) ky, = 1.65 ns™", 250 K with (g) k;,, = 1.07 ns™", and 200 K with (h)
ki, = 0.94 ns™". The other values for the simulation are k,; = 0.1 ns™,
kua = 0.08 ns™, Ty = 10 ns, D* = —0.186 ns™Y, and E* = 0.744 ns™".
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from 2.07 ns™' at 325 K to 0.94 ns™' at 200 K, values that
reflect the slowdown in the decay rate of the prompt
fluorescence. This factor of 2 change in k,, leads to roughly a
factor of 2 decrease in the visibility of the simulated oscillations.
The relative FT amplitudes are much less sensitive to small
changes in the kj, rates and do not change. Both experimental
and simulated data show the same trend, smaller oscillations as
k,, decreases, but the effect is much more pronounced in the
experimental data. We suspect that the replacement of the DF
signal by the lower energy emission at 200 K may play a role in
decreasing the overall amount of DF and thus the visibility of
the oscillations. The combination of a slower SF rate and
competition from lower energy trap states may explain the
almost total loss of oscillations at 200 K.

5. Magnetic Dipole—Dipole Coupling between Triplet
Excitons. In the preceding analysis, we have assumed that the
triplet—triplet interaction was negligible and that the triplet pair
energies correspond to twice those of the zero-field
Hamiltonian for a single triplet exciton. If the interaction
term is nonnegligible, then we would expect to see shifts in the
energies and in the singlet character of the stationary triplet pair
states. For two interacting triplet excitons denoted A and B, we
can follow the treatment of Benk and SixI> and write

A

A =8 +Aa°

~ AB
Zero Zero + Hint (12)

In the simplest limit of parallel magnetic dipoles interacting via
dipole—dipole coupling,

tot

Ao = X8, + X488 — x(1 + A)88)
~AAB ~AAB
+ Xa(Sz Sy + Sy z) (13)
where
gZIu 2
Xx="-2
Ryp (14a)
A =1 — 3sin(p)* (14b)
a=.(1-A4)2+A) (14¢)

In these equations, the EPR g-factor g = 2.002, uy = 9.274 X
107* J/T is the Bohr magneton, and ¢ is the angle of the
magnetic z-axis with respect to the intermolecular distance
vector l_éAB. For Ryz = 5.125 A, the distance between nearest
neighboring tetracenes in the crystal,** we find that X = 0.013
cm™’, comparable to the zero-field splitting energies. If the
triplets are created within close proximity to each other, as
would be expected in SF, then it is possible that their
interaction could lead to shifts in energies and spin state
coefficients. A complete analysis of the interactions between
triplet excitons is beyond the scope of this paper. Here we give
a simple example of how magnetic dipole—dipole interactions
could affect the oscillations observed in the DF. We consider
the case of two triplets whose z-axis magnetic tensors are
parallel and aligned along the ﬁAB separation vector (¢p = 0).
Since the z* axis in crystalline tetracene is aligned close to the
crystal b-axis,** this situation is not physically unreasonable for
a pair of triplets trapped in the ab plane. Here we will only
consider the effect of HAP on the observed oscillation
frequencies, since these quantities have been measured to
greater precision than the relative FT amplitudes. By
diagonalizing H,, in the zero-field product basis for various
values of X, we can find the energies of the three triplet pair
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states with singlet character and calculate their beat frequencies
in the DF signal. As X increases, these states shift farther apart
and the frequencies of all three oscillations increase, as shown
in Figure 7. Even given the uncertainty range in the frequencies
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Figure 7. The transparent boxes indicate the experimental error in the
beat frequencies and also reflect the error in the zero-field parameters
from ref 24. The lines represent the calculated energy splittings of the
triplet pair states with singlet character as X, the strength of the
magnetic dipole—dipole interaction between triplet excitons, is
increased.

as discussed above, the data in Figure 7 allow us to make a
conservative estimate for the upper limit of X < 0.006 cm™.
Using eq 14a, we would estimate that the triplets must be at
least 6.5 A apart. If we assume that the small X value reflects a
large R,p value, it is interesting to speculate as to why the
distance between the two triplets would be greater than the
nearest neighbor spacing. One explanation is that this
separation arises from the delocalized nature of the initial
singlet exciton,*¥*>% which allows triplets to be created at
larger separations than would be expected for a singlet state
localized on only one molecule. Instead of being created on
nearest neighbor tetracene molecules, the delocalized singlet
could spawn triplets on opposite sides of a 3 X 3 array of
tetracene molecules with a separation R,z > 1 nm. A second
mechanism that could generate large separations is rapid spatial
diffusion of the triplets. Estimates for the diffusion constant of a
triplet exciton in crystalline tetracene vary,"”~”" but even a low
value of 10™° cm?/s could increase their separation by a
nanometer or more within the first nanosecond. The surprising
thing about such an explanation is that this would require that
spin coherence is maintained while the triplets randomly jump
between sites in the crystal. Finally, we should emphasize that
we have assumed ¢ = 0 and that the triplets are stationary. If
these assumptions are relaxed, then there may be alternative
explanations for the lack of an observable effect from magnetic
dipole—dipole interactions. For example, rather than a large
Ry, it is possible that rapid reorientation of the triplets could
average the dipole—dipole interaction term to zero, in much the
same way that rapid reorientation washes out the effects of
magnetic dipolar effects in NMR spectroscopy.”> In the analysis
of tetracene’s EPR spectroscopy, it is assumed that the triplets
are hopping back and forth between molecules on a time scale
rapid compared with the EPR time scale, so that the crystal field
parameters actually reflect an average of the nonequivalent
crystallographic  sites.”*”®> Rapid changes in ¢ or other
orientation angles could average the P term to zero, although
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more detailed modeling is required in order to prove that this is
actually the case.

6. Relation of Results to Previous Work and
Mechanism of SF. We now try to place our results on the
DF quantum beats into context with previous work by our
group and others on the photophysics of crystalline tetracene.
The density matrix model presented in this paper is based on
the “direct” mechanism of SF, where the transition to the triplet
manifold directly creates a triplet pair superposition state. It
should be noted, however, that the observation of the spin
signature of triplet superposition states in the DF does not
necessarily rule out a charge-transfer intermediate, since this
observation requires only that spin coherence is preserved
throughout the SF process. Spin-conserving electron transfer
processes are routinely observed in condensed phase
systems,”*"7 and it is possible that two sequential electron
transfer events (as in the “indirect” mechanism) could maintain
spin coherence as well. If this was the case, however, the
intermediate charge-transfer state must be relatively short-lived,
since our modeling shows that the initial singlet decay is
sufficient to explain the relative oscillation amplitudes and
visibility. Detailed simulations of our data using a more
complicated model with one or more intermediate states would
allow us to place quantitative limits on the lifetime of such an
intermediate, but in the absence of constraints for such a
model, we elected not to explore this possibility computation-
ally. Based on the good agreement between the data and our
simple model, we surmise that the triplet pair superposition
state is formed as a result of a direct transition from the initially
excited singlet. Later, after this superposition state is dephased,
two free triplet excitons are formed.

In addition to the mechanism of SF, we also need to consider
the rate of this process. We were surprised to find such a large
difference (more than a factor of 2) between the prompt singlet
decay rates in polycrystalline versus single-crystal samples. The
very low optical density of our solution-grown crystals helps
rule out effects like reabsorption—re-emission events as an
explanation for the longer decay in these samples. One possible
explanation is that SF is actually more rapid in the films due to
their disorder, which could lead to configurations (e.g., face-to-
face) that are more favorable for SF.'® A second explanation is
that there is some other singlet decay channel in addition to SF
in the films that is not present in the crystals. But it is important
to note that the quantum beating that is a signature of the
formation of triplet pair states via SF is present in both types of
samples. Equations 10 allow us to make a rough estimate of the
electronic coupling between the triplet pair state and the
singlet. If we take the electronic dephasing time T,1¢ to be 100
fs, a typical value for condensed phase systems, and use k;,,
1.65 ns™", we find that M,,, is on the order of S cm™. This value
is less than the width of the absorption spectrum, and
consequently the weak coupling between the two states
would not result in any noticeable splittings or intensity
redistribution in the linear spectroscopy. This estimate of M, is
also a least 2 orders of magnitude smaller than that deduced for
pentacene,*® a system that undergoes much more rapid SF.

Finally, we discuss the temperature dependence of the SF
rate. In our earlier experiments on polycrystalline tetracene
films, we found that a rapid decay of the J-type singlet exciton
was present at 298, 77, and 4 K.**”7 The ~100 ps SF relaxation
channel that is presumed to dominate at room temperature did
not appear to be thermally activated, despite the fact that the
DF disappeared as the temperature was lowered. We concluded
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that SF did not appear to be thermally activated, but this
conclusion may need to be revised in light of the data in Figures
5 and 6 and Figure S3, Supporting Information. In the limited
temperature range 325—200 K, the singlet decay does slow
down at lower temperatures, although the decay speeds up
again at even lower temperatures. Previously, we had postulated
that the persistent 100 ps decay could reflect a barrierless
relaxation channel into a dark intermediate whose subsequent
dissociation into free triplets was thermally activated. But if we
assign the dark state to a triplet pair superposition, this state
would have to be lower in energy by hundreds of cm™" relative
to that of two free triplet excitons in order to provide a
barrierless transition from the singlet. Such a lowering of the
energy would imply that the two excitons have strong
electronic interactions, and it is not clear whether such a
bound pair would also exhibit spin properties similar to those of
unperturbed triplets, as found in this work. One would have to
assume that the electronic wave function of such a state is
effectively decoupled from its spin properties, an assertion that
can only be tested by further experiments or by computation.
The temperature dependence of the singlet exciton decay in
both polycrystalline tetracene films and single crystals continues
to be somewhat of a puzzle. The one thing that we can say is
that our results are not consistent with a simple single channel
SF process that is thermally activated, as assumed by most
previous workers.

B CONCLUSIONS

In this work, we have revisited the earlier results by Chabr et al.
where quantum beats from coherent triplet pairs were first
observed. We have examined how these oscillations depend on
sample morphology, temperature, and excitation energy. A
density matrix model for this process has been developed that
can quantitatively describe the frequencies, amplitudes, and
damping of the oscillations. The damping of the oscillations on
the 20 ns time scale is driven partly by population exchange
between triplet and singlet manifolds and does not necessarily
reflect the pure dephasing rates of the triplet pair states. The
decrease in oscillation visibility at lower temperatures is
consistent with the observed slowdown in the SF rate, but
the effect is much stronger in the experiments than in the
simulated data. Analysis of the quantum beat frequencies
provides no indication that triplet—triplet interactions are
important on the nanosecond time scale in the coherent triplet
pairs. This work provides strong evidence for the direct,
incoherent production of triplet pair superposition states with
overall singlet character, as predicted by earlier kinetic theories
of SE. While it does not answer all questions about the process,
in particular the precise electronic structure of the triplet
superposition state that lives for ~10 ns after SF, it does clarify
issues concerning the overall rate and nature of the product
state. Further experiments to study the effects of magnetic fields
and crystal morphology on the dynamics of SF are currently
underway in our laboratory.
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